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1 Introduction

1.1 Purpose
This document contains information regarding the different test stages used frequently throughout the System Development Life Cycle (SDLC). Depending on the test stage, testing efforts are usually performed by the project consultant, project State staff, and/or stakeholders. Each of the test stages described in this document may be performed individually or simultaneously in conjunction with another test stage. Each project will determine the testing stages to be completed, which may or may not include all the stages mentioned in this document. Details for each type of testing are provided for informational purposes. This document should be used as a reference when developing the Test and Evaluation Master Plan and when referring to the different test stages approved by the project. 
2 Testing Flow Chart
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3 Test Standards

Testing standards are used to provide guidelines for minimum types of testing and test cases, and to ensure that all test materials are complete. Refer to IEEE 829-1998 Standard for Software and System Test Documentation.

4 Test Strategy
The Test Strategy is used to help the Project Office clarify expectations with the user, sponsor, and contractor regarding their obligations in the testing and acceptance of the new system in the user environment. The prime contractor may also prepare a Test and Evaluation Master Plan (as part of the contract) that describes their approach to all testing stages and the activities for which they are responsible

When planning the project, it is important to consider the project's approach to testing and acceptance. The intent of the Test Strategy is to establish the framework for testing the system and work products delivered by the Contractor/State staff. The Strategy should identify the types of testing that you expect the Contractor to address in their proposals. The Strategy should also define the level of participation for the Project Office, users and Sponsor, and the responsibilities for all participants. 

The Test Strategy is used during the Planning and Acquisition phases of a New Systems Acquisition to help the Project Office clarify expectations with the user, Sponsor and bidders. Prior to Contract Award, the State should prepare a Test and Evaluation Plan that describes the details of how the Project Office will evaluate the Contractor's work products, system, and testing activities and results. The Contractor may also prepare a Test and Evaluation Master Plan that describes their approach to all testing stages and the activities for which they are responsible. At a minimum, they should submit test plans for each stage with their high-level test approach documented in their Project Management or Software Development Plans.
The Test Strategy for M&O is similar to that for new systems, but includes a greater focus on regression testing and keeping the users informed of specific fixes or changes that were requested. The test process should be described in terms of the periodic release cycles that are part of the change control process. It should also describe a set of minimum tests to be performed when emergency fixes are needed (for instance, due to failed hardware or recovering from a database crash).

4.1 Typical Test Issues Include:
4.1.1 Test Participation – Project Office Staff

The Project Office should participate in testing as soon as possible. At a minimum, the Project Office should participate in System Testing and all subsequent test stages. Where possible, the Project Office should participate in Functional and Integration testing. If the State will be maintaining the system, then the M&O staff should participate in unit testing, if possible. In some cases, the Project Office staff may request the IV&V/ oversight contractor to participate in or execute some of the test stages to ensure an un-biased third-party opinion on the status of the system.
4.1.2 Test Participation - User and Sponsor
Often the sponsor and user elect not to participate until Acceptance Testing. However, OSI recommends that the User participates or at least observes System Testing, and that the User and Sponsor participate as testers during Acceptance Testing. The User and Sponsor should participate in any test that formally verifies a business requirement to ensure their needs have been addressed.

4.1.3 Test Environments
The Contractor usually provides the development and test environments, in addition to the production environment. How many environments, and which test environments can be co-located on the same hardware must be decided. If some of the development is being performed offsite, the RFP/contract should indicate which types of testing may be performed remotely and which must be performed on-site. Another consideration is whether the test environments are considered deliverables which will be retained by the State, or if the test environments remain the property of the Contractor.

4.1.4 Approach to Testing External Interfaces
Testing external interfaces is critical to ensuring a working system, and may help to identify performance issues before beginning production. Some external organizations have dedicated test environments, but most do not. Thus the Project Office must determine how to approach and coordinate testing of these interfaces. A tradeoff must be made about a reasonable level of confidence in the system/testing and the amount of risk the project is willing to accept, vs. the amount of work, coordination and ability of the external organization to participate in testing. The best approach is to include the external organization in the planning process early to determine what is and is not possible.

4.1.5 Approach to Testing COTS Products
Although most Commercial off the Shelf (COTS) products are assumed to perform correctly, there is some testing required to ensure that the COTS product correctly interfaces to and supports the rest of the system. For any COTS, other than the Operating System and Database Management System, the outputs should be verified for expected results and to identify errors. If data is being interchanged, then input and output formats should be verified for correctness. COTS testing should begin in parallel with or before Integration testing.

4.1.6 Scope of Acceptance Testing
The scope of acceptance testing may depend on what the Contractor is responsible for. Often, testing should include business processes, help desk functions (including knowledge base and procedures), backup and recovery, disaster recovery features, system administration tools, specialized hardware, M&O procedures, year-end and quarterly reports, and other user documentation.

4.1.7 Verification of Un-testable Requirements
In some cases, it may be difficult or impractical to test a requirement. A method of verifying such a requirement should be established. Un-testable requirements should be included in test procedure/script(s) and verified during or just prior to Acceptance Test. The method of verification and appropriate witnesses and supporting documentation should be documented. Typical verification methods include code inspection, simulation using test tools, or, as a last resort, a certification letter from the contractor indicating they will be responsible for any damages resulting from failure of the requirement.

4.1.8 Criteria for Acceptance of the System
The criteria for acceptance are a critical decision that must be documented. Although not all criteria may be identified during the Planning phase, the majority should be documented as part of the RFP/contract. Acceptance criteria typically include (but are not limited to) satisfaction of all requirements (as stated in the RFP/contract and any associated change orders or work authorizations), approval of all deliverables, and satisfaction of all performance requirements. Some projects have required the system to be in production for a set period of time (to test system stability and its ability to satisfy the user's business needs) prior to conferring acceptance.

4.1.9 Pilot Testing
The Project Office must decide if a pilot test (or several pilot tests) is warranted based on the type and complexity of the system being developed. The project should have an explicit, stated reason for conducting a pilot and a specific goal (e.g., verifying interfaces with other co-resident applications on the user's desktop). The type of user environment, volume of workload, types of work processed, location, and impact to day-to-day operations should be considered when choosing a pilot location. The outcomes of testing should also be considered: what happens if the pilot fails? What happens if it is successful? What constitutes "success" for the pilot?

4.1.10 Performance, Stress, and Capacity Requirements/Testing
Performance, stress, and capacity testing is critical for any system. The Project Office must work with the User and Sponsor to identify the performance and capacity requirements and then to determine how to verify the requirements have been satisfied. Large amounts of data will be required, and responsibility for gathering or generating this data must be determined. Specific methods and/or formulas for measuring performance and capacity must be derived and reviewed to ensure that they are fair (often the Contractor does not have control over all of the network or the transmission lines; these should be factored out of the equation). Consideration should be given to when calculations and extrapolation of test results can be used in lieu of running a test, and when a test must be executed. Is the contractor allowed to use their own (company-owned) testing tools and environments, or must a third-party tool or testing service be used?
5 Unit Testing

Unit testing is a type or stage of testing in which the individual hardware or software units are verified to ensure they work correctly. The emphasis is on removal of basic coding and logic errors and to ensure the unit or item meets its lowest level requirements, especially error handling and outputs.

5.1 Purpose
The purpose of unit testing is to test individual hardware or software units, or small groups of related units. The emphasis is on removing coding errors (typos, basic logic problems, syntax errors). In some cases, code inspection and walkthroughs are used to verify those units or code paths that are not feasibly tested. Some contracts do not permit State visibility into unit testing (such as when some of the software is COTS). The text below assumes the State does have visibility into this testing stage.

5.2 Assumptions/Pre-Conditions
The contractor/developer should have performed a code inspection prior to entering unit test, and should have verified that the basic functionality and normal processing paths work correctly prior to beginning unit test.

5.3 Expectations
· Ideally, every code path/line of code that is new or modified should be executed and tested. For paths which are not easily tested, a detailed code inspection should verify functionality. For example, testing of obscure database error handling, such as when mirrored databases fail, is not easily simulated and, unless the probability of such an occurrence is high or the system is "mission critical", these types of scenarios are generally verified through code inspection and inspection of database settings and configuration.

· All possible values should be tested for data entry fields, including errors and unusual entries (such as function key press, control-key combinations, etc.) for all new code and code which has been modified. In some environments, there are tools that will generate test data for this purpose.

· All error cases should be verified and required to end gracefully with the appropriate error data reported (i.e., handle the error; don't allow the program to terminate on an error). This may include executing re-start logic, recovery from the error, or a graceful shutdown.

· All return values should be verified to ensure they are correctly generated under the correct circumstances.

· Screen displays and report formats should be verified for format and data accuracy, including appropriate number of decimal places and correct rounding on calculations, particularly for monetary values.

· New or modified help screens and supporting user materials should be verified.

· Some performance tests may be conducted and used to model or extrapolate behavior.

· Units should "clean up" after themselves, releasing any system resources, as appropriate. 
· Use test tools to check for "memory leaks" and inefficient processing paths.

· If specialized hardware is being used, accuracy and functionality tests may be performed to verify correct interaction of the code and hardware, and that the hardware performs according to its specifications.

· All affected documentation should be updated including in-line code comments and unit/module/function headers, design documents, user manuals, help desk procedures or bulletins, and help files.

· Some error cases or difficult-to-test requirements may be formally verified at this level and/or at the Acceptance test level. A unit-level code inspection may be performed during Acceptance Test to verify non-testable requirements. State staff must be involved in the verification if the inspection is to be considered an "official" verification of the requirement. The Sponsor is encouraged to participate in the verification of requirements at this level.

5.4 Responsibilities
· Creation of Tests – Developer

· Execution of Tests – Developer

· Approval of Test Results/Exit Decision (depending on level of State visibility) – Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
5.5 Environment
Development Environment

5.6 Type of Data
Artificial data created to follow a particular code path or test specific test cases

5.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.
· Refer to the Test Summary Report.
5.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 
· IEEE STD 1008-1987, Standard for Software Unit Testing 
5.9 Sample Code and Unit Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix

Code and Unit Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only

Note: This matrix assumes that the Prime Contractor has primary responsibility for Unit Testing, and that the Project Office has some visibility into the process. For M&O projects, the Prime Contractor can be interpreted to be either project or contractor testing staff.
	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
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Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
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	Development
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	Source Code
	A
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	Software Dev
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etc)
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	P

	Unit Test plan,
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data, etc.
	A
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	S
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	S
	P

	Unit Test Summary Report
	A
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	P
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Work plan
	A
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	S
	S
	S
	
	S
	P

	Interim Work
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	Updated
architecture,

requirements, or

design docs
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	S
	P

	Activities/Decisions
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assumptions
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	I
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	I
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	P

	Verify Requirements Traceability
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	P

	Review the Req 
Change Control

Process.  Ensure the process addresses changes to completed code
	A
	S
	S
	P
	S
	S
	S
	S
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	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings
	P
	I
	
	
	
	
	
	S
	P

	Unit Test Meetings
	I
	
	S
	S
	I
	S
	S
	I
	P

	Unit Test Results Meeting
	I
	I
	S
	S
	I
	S
	S
	I
	P

	Test
	
	
	
	
	
	
	
	
	

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
	
	
	
	
	
	
	
	
	


6 Functional Testing

Functional testing is a type or stage of testing which focuses on functional groupings of the system which are logically related. It can also verify interfaces between related modules and utility or generic modules or functions.

6.1 Purpose
The purpose of functional testing (or component or module testing) is to test small groups of modules that are functionally related. The emphasis is on verifying the interfaces between related modules (intermodal and intra-function), and that utility functions or modules work correctly when called by other modules. This test stage is optional, but recommended for complex processing areas. Some contracts do not permit State visibility into functional testing (such as when some of the software is COTS). The text below assumes the State does have visibility into this testing stage.

6.2 Assumptions/Pre-Conditions
The contractor/developer should have completed unit testing successfully and all critical errors should have been addressed. An updated version of the code should have been delivered to the Configuration Manager.

6.3 Expectations
· The primary emphasis is the correct passing and setting of parameters (as they pass between the modules), and verification that the design is correctly implemented.

· Functional outputs or module exit values should be verified. This may entail the use of testing tools and debuggers to capture values. The entire range of possible values should be tested to ensure the data is passed and handled correctly between units and modules.

· All error cases should be verified and required to end gracefully with the appropriate error data reported (i.e., handle the error; don't allow the program to terminate on an error). This may include executing re-start logic, recovery from the error, or a graceful shutdown.

· Screen displays and report formats should be verified for format and data accuracy, including appropriate number of decimal places and rounding on monetary values.

· New or modified help screens and supporting user materials should be verified.

· Some performance tests may be conducted and used to model or extrapolate behavior.

· Units should "clean up" after themselves, releasing any system resources, as appropriate. Use test tools to check for "memory leaks" and inefficient processing paths.

· All affected documentation should be updated to reflect fixes and changes, including in-line code comments and unit/module/function headers, design documents, user manuals, help desk procedures or bulletins, and help files. 

6.4 Responsibilities
· Creation of Tests - Developer or Tester

· Execution of Tests - Developer or Tester

· Approval of Test Results/Exit Decision (depending on level of State visibility) – Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
6.5 Environment
Test Environment

6.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
6.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
6.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 

6.9 Sample Functional Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix

Functional Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only

Note: This matrix assumes that the Prime Contractor has primary responsibility for Functional Testing, and that the Project Office has some visibility into the process. For M&O projects, the Prime Contractor can be interpreted to be either project or contractor testing staff.
	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
	Impl

Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
	
	
	
	
	
	
	
	
	

	Design
	
	
	
	
	
	
	
	
	

	Development
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	Functional Test plan, procedures,

scripts, cases,

data, etc.
	A
	I
	S
	S
	S
	S
	
	S
	P

	Functional Test Summary Report
	A
	I
	S
	S
	S
	S
	
	S
	P

	System Test Plan and Scenarios
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated

Work plan
	A
	I
	S
	S
	S
	S
	
	S
	P

	Interim Work

Products

	
	
	
	
	
	
	
	
	

	Updated
architecture,

requirements or

design docs
(if applicable)
	A
	I
	S
	I
	
	
	
	S
	P

	Activities/Decisions
	
	
	
	
	
	
	
	
	

	Validate the
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Performance

assumptions

and calculations
	A
	
	S
	S
	I
	S
	I
	S
	P

	Verify Requirements Traceability
	A
	
	S
	S
	
	
	
	S
	P

	Review the

approach and

strategies for

integration
	A
	
	S
	S
	S
	S
	I
	S
	P

	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings
	P
	I
	
	
	
	
	
	S
	P

	Functional Test Meetings
	I
	
	S
	S
	I
	S
	S
	I
	P

	Functional Test Results Meeting
	I
	I
	S
	S
	I
	S
	S
	I
	P

	Integration Test Readiness Review Meeting
	A
	I
	S
	S
	I
	S
	S
	S
	P

	Test
	
	
	
	
	
	
	
	
	

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
	
	
	
	
	
	
	
	
	


7 Integration Testing

Integration testing is a type or stage of testing which focuses on verifying functional groups, inter-function interfaces, external interfaces, business and user workflows, and scenarios.

7.1 Purpose
The purpose of integration testing is to test all functional groups and areas. The emphasis is on verifying the interfaces between functions, and user and functional workflows. Critical interfaces should also be tested. Some contracts do not permit State visibility into integration testing (such as when some of the software is COTS). The text below assumes the State does have visibility into this testing stage. Note: COTS products should be integration tested to ensure the products work correctly on the proposed hardware and environment.

7.2 Assumptions/Pre-Conditions
The contractor/developer should have completed unit and functional testing successfully and all critical errors should have been addressed. An updated version of the code should have been delivered to the Configuration Manager.

7.3 Expectations
· The primary emphasis is verification of each functional area and inter-function interfaces.

· All testable requirements should be tested by the end of integration testing. This level of testing provides a greater level of confidence when entering System Test. At a minimum, all critical requirements should have been verified at or by this point.

· Hardware specifications and COTS software components/major functions/subsystems should be verified for correctness and compliance with specifications (e.g., mail opening equipment, scanning software packages, etc.).

· Critical interfaces should be verified. This may require coordination with other departments, agencies or companies.

· Some performance tests may be conducted and used to model or extrapolate behavior.

· All affected documentation should be updated to reflect fixes and changes, including in-line code comments and unit/module/function headers, design documents, user manuals, training materials, help desk procedures or bulletins, and help files. 

7.4 Responsibilities
· Creation of Tests - Developer or Tester

· Execution of Tests - Developer or Tester

· Approval of Test Results/Exit Decision (depending on level of State visibility) – Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
7.5 Environment
Test Environment

7.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
7.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
· Refer to the Phase Exit Criteria Completion Report.

7.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 
· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.5 within table (the tables appear prior to the annexes) 

7.9 Sample Integration Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix
Integration Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only

Note: This matrix assumes that the Prime Contractor has primary responsibility for Integration Testing, and that the Project Office has some visibility into the process. For M&O projects, the Prime Contractor can be interpreted to be either project or contractor testing staff.
	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
	Impl

Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
	
	
	
	
	
	
	
	
	

	Design
	
	
	
	
	
	
	
	
	

	Development
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	Integration Test plan,
procedures,

scripts, cases,

data, etc.
	A
	I
	S
	S
	S
	S
	
	S
	P

	Integration Test Summary Report
	A
	I
	S
	S
	S
	S
	
	S
	P

	Training Curriculum
	A
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	S
	S
	S
	I
	S
	P
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Performance
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Products

	
	
	
	
	
	
	
	
	

	Updated
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	A
	I
	S
	S
	S
	S
	I
	S
	P

	Training Materials, including business processes
	A
	I
	S
	S
	S
	S
	I
	S
	P

	System Release Notes
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated Design Documentation (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated System Test Plan (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Activities/Decisions
	
	
	
	
	
	
	
	
	

	Validate the
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Performance

assumptions

and calculations
	A
	
	S
	S
	I
	S
	I
	S
	P

	Verify Requirements Traceability
	A
	
	S
	S
	
	
	
	S
	P

	Review the

approach and

strategies for

integration
	A
	
	S
	S
	S
	S
	I
	S
	P

	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings 
	P
	I
	
	
	
	
	
	S
	P

	Integration Test Meetings
	I
	
	S
	S
	I
	S
	S
	I
	P

	Integration Test Results Meeting
	A
	I
	S
	S
	I
	S
	S
	S
	P

	System Test

Readiness Review Mtg
	A
	I
	S
	S
	I
	S
	S
	S
	P

	QA/CM Audit
	A
	I
	S
	S
	I
	
	
	S
	P

	Phase Closeout

Lessons Learned Meeting
	A
	S
	S
	S
	S
	S
	I
	S
	P

	Test
	
	
	
	
	
	
	
	
	

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
	
	
	
	
	
	
	
	
	


8 System Testing

System testing is a type or stage of testing which verifies the complete, integrated system meets all its objectives and requirements. All interfaces are verified along with end-to-end business workflows.

8.1 Purpose
The purpose of system testing is to test the entire system as a whole. The emphasis is on verifying end-to-end workflows and scenarios. All interfaces should be tested. Some contracts do not permit State visibility into system testing (such as when some of the software is COTS). The text below assumes the State does have visibility into this testing stage. Note: System testing of COTS should be performed to ensure all components work correctly and in accordance with the specifications and design.

8.2 Assumptions/Pre-Conditions
The test organization should have completed unit, functional, and integration testing successfully and all critical errors should have been addressed. An updated version of the code should have been delivered to the Configuration Manager.

8.3 Expectations
· The primary emphasis is verification of the system as a whole. Typically this means verifying all hardware and software requirements. There should be a minimal number of errors and no critical errors in this test stage. If there are, it may indicate a lack of readiness to proceed.

· This serves as the final verification of requirements and design (for those items that can be tested at this time; some requirements are monitored throughout the life of the contract).

· Correct operation of interfaces must be verified. This may require coordination with other departments, agencies or companies.

· Some performance tests may be conducted and used to model or extrapolate behavior.

· All affected documentation should be updated to reflect fixes and changes, including in-line code comments and unit/module/function headers, design documents, user manuals, help desk procedures or bulletins, and help files. Training materials should be finalized during this phase.

· If there were any non-testable requirements, they should be verified at this time. This may include difficult code paths or such things as the help desk, training materials, etc.

8.4 Responsibilities
· Creation of Tests - Developer or Tester

· Execution of Tests – Tester

· Approval of Test Results/Exit Decision (depending on level of State visibility) – Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
8.5 Environment
System Test Environment

8.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
8.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
8.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 
· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.5 within table (the tables appear prior to the annexes) 

8.9 Sample System Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix

System Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only

Note: This matrix assumes that the Prime Contractor has primary responsibility for System Testing, and that the Project Office has some visibility into the process. For M&O projects, the Prime Contractor can be interpreted to be either project or contractor testing staff.
	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
	Impl

Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
	
	
	
	
	
	
	
	
	

	Design
	
	
	
	
	
	
	
	
	

	Development
	
	
	
	
	
	
	
	
	

	Test
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	System Test

Plan, procedures,

scripts, cases,

data, etc.
	A
	I
	S or P
	S
	S
	S or P
	S
	S
	P or S

	System Test Summary Report
	A
	I
	S or P
	S
	S
	S
	I
	S
	P or S

	List of Trouble

Tickets/Problem

Reports and

Action Plans
	I
	I
	S
	S
	S
	S
	
	S
	P

	Training Materials
	A
	I
	S
	S
	S
	S
	I
	S
	P

	User Acceptance Test Plan
	A
	I
	P
	S
	S
	S
	S
	S
	P or S

	User

Acceptance Test Materials
	A
	I
	S
	S
	S
	S
	P
	S
	P or S

	User Manuals
	A
	I
	S
	S
	S
	S
	I
	S
	P

	System

Administration

Manuals
	A
	I
	S
	S
	S
	S
	
	S
	P

	Maintenance

and Operations

Manuals
	A
	I
	S
	S
	S
	S
	
	S
	P

	Help Desk

Procedures
	A
	I
	S
	S
	S
	S
	I
	S
	P

	Updated

Work plan
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated Capacity/

Performance

Model (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Interim Work

Products

	
	
	
	
	
	
	
	
	

	Updated

Code/Unit Test

Materials (if

applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated Design Documentation (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Activities/Decisions
	
	
	
	
	
	
	
	
	

	Validate the

Capacity/

Performance

assumptions

and calculations
	A
	
	S
	S
	I
	S
	I
	S
	P

	Verify

traceability of

requirements to

the tests and

requirements

tool
	A
	
	S
	S
	
	
	
	S
	P

	Review the results of the maintenance

and operations,

and system

administration

tests.  Ensure 

maintenance

staff are

adequately

trained and

sufficient

knowledge

transfer occurs
	A
	I
	S
	S
	S
	S
	S
	S
	P

	Review the

approach and

strategies for

user acceptance

testing with the

participants and

any observers
	P
	I
	P or S
	S
	S
	S
	S 
	S
	S or P

	Perform stress

and throughput

tests
	A
	
	P  or S
	S
	
	S
	S
	S
	S or P

	Verify the help

desk plans and

procedures
	A
	
	S
	S
	S
	S
	S
	S
	P

	Verify

management

reports are

adequate
	A
	
	S
	S
	S
	S
	S
	S
	P

	Verify end-of month and end of year reports

and close-out

processing

conform to

anticipated

times and

processing

windows
	A
	
	P or S
	S
	S
	S
	S
	S
	S or P

	Verify

download/-

distribution

processes and

timeframes

conform to

anticipated

times and

processing

windows
	A
	
	P or S
	S
	S
	S
	S
	S
	S or P

	Verify batch

processing

completes in

anticipated

times and

allows for

moderate growth
	A
	
	P or S
	S
	S
	S
	S
	S
	S or P

	Perform what-if

tests and

exercise

common error

paths
	A
	
	S
	S
	
	S
	P
	S
	P

	Establish help

desk and verify

help desk and

customer

service center

processes are in

place and working
	A
	
	S
	S
	S
	S
	I
	S
	P

	Oversee change

control process

to address

problems and

fixes identified

as a result of

testing
	P
	
	S
	S
	
	
	
	S
	P

	Perform

capacity and

performance

tests based on

updated user

transaction

profile
	A
	
	P or S
	S
	S
	S
	S
	S
	S or P

	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings 
	P
	I
	
	
	
	
	
	S
	P

	System Test Meetings
	I
	
	S
	S
	I
	S
	S
	I
	P

	System Test Results Meeting
	A
	I
	S
	S
	S
	S
	S
	S
	P

	User Acceptance
Test Readiness Review Mtg
	A
	I
	S
	S
	I
	S
	S
	S
	P

	QA/CM Audit
	A
	I
	S
	S
	I
	
	
	S
	P

	User Focus

Group
Evaluation mtgs
	P
	
	S
	S
	S
	S
	P
	S
	

	Phase Closeout

System Acceptance Decision Meeting
	A
	S
	S
	S
	S
	S
	S
	S
	P

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
	
	
	
	
	
	
	
	
	


9 Interface Testing
Interface testing is a type or phase of testing focusing exclusively on the testing of interfaces. It may be conducted as part of Integration and/or System Testing. These tests often require special coordination with external organizations and frequently involve special test setup or special test environments.

9.1 Purpose
The purpose of interface testing is to test the interfaces, particularly the external interfaces with the system. The emphasis is on verifying accurate exchange of data, transmission and control, and processing times. External interface testing usually occurs as part of System Test.

Not all organizations have a separate test environment for their systems, thus complicating external interface testing. Be sure to coordinate early with the appropriate organizations and establish how the interfaces will be tested. In some cases, the external organizations manually review data but do not actually run it through their system. This adds additional risk to the actual implementation, but sometimes cannot be avoided.

9.2 Assumptions/Pre-Conditions
The contractor/developer should have completed unit, functional, and integration testing successfully and all critical errors should have been resolved. An updated version of the code should have been delivered to the Configuration Manager.

9.3 Expectations
· The primary emphasis is testing the interfaces with external systems. Depending on the number of external interfaces, this may be very complicated.

· The project should conduct a series of planning and coordination meetings with the external organizations in preparation for testing. Topics include:

· Who will be the primary contacts?

· When is testing scheduled?

· If there is no test environment available, testing may have to occur on weekends or during non-production hours.

· What types of test cases will be run, how many, and what are they testing?

· Provide copies of test cases and procedures to the participants.

· If the external organization has specific cases they would like to test, have them provide copies.

· Who will supply the data and what will it contain? What format will it be in (paper, electronic, just notes for someone else to construct the data, etc.)?

· Who is responsible for reviewing the results and verifying they are as expected?

· How often will the group meet to discuss problems and testing status?

· Both normal cases and exceptions should be tested, on both sides of the interface (if both sides exchange data). The interface should be tested for handling the normal amount and flow of data as well as peak processing volumes and traffic.

· If appropriate, the batch processing or file transmission "window" should be tested to ensure that both systems complete their processing within the allocated amount of time.

· If fixes or changes need to be made to either side of the interface, the decisions, deadlines and retest procedures should be documented and distributed to all the appropriate organizations.

9.4 Responsibilities
· Creation of Tests - Developer, Database and/or System Administrator, or Tester

· Execution of Tests – Tester

· Approval of Test Results/Exit Decision - Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager, External Organization Managers (as appropriate)

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
9.5 Environment
System Test Environment and External Organizations' Test Environment(s)

9.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
9.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
9.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 
· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.4 within table (the tables appear prior to the annexes) 
10 Performance Testing

Performance testing is a type or phase of testing which focuses on evaluating the system's performance capabilities against the specified requirements. It may include stress testing and “worst case” scenario testing.  Stress testing is used extensively for high transaction volume systems because it may reveal unexpected paths through the code and interfaces.  
10.1 Purpose
The purpose of performance testing is to verify the system is able to meet the performance requirements, including number of transaction, on-line and batch processing, throughput, and capacity. The emphasis is on verifying satisfaction of performance requirements and to ensure the system can handle stress and "worst case" scenarios.

10.2 Assumptions/Pre-Conditions
The test organization should have completed system testing successfully and all high priority errors should have been resolved. An updated version of the code should have been delivered to the Configuration Manager.

10.3 Expectations
· Some performance tests may be started as early as Unit Test, depending on the nature of the change, complexity and impacts of the change, and the level of risk. At the very least, this test stage should be executed to ensure no unexpected performance impacts exist.

· This test stage is applicable to both new system development and M&O. New development efforts should execute this test stage prior to Acceptance Testing.

· M&O projects should execute this test stage when:

· A "large" number of changes have been made. "Large" is a relative term and is a judgment that must be made by the project team.

· Critical hardware or software has been changed, such as the operating system

· Periodically for growth monitoring purposes (not less than once a year)

· Tests should use a representative mix of different types of business cases, including normal, error and unlikely cases.

· Typical performance tests include:

· System availability

· Response time, for workflows, queries/retrievals, and key press (time between when a key is pressed and when the system responds with the requested action, query or display)

· Throughput and capacity

· Number of simultaneous users

· On-line data entry

· Batch processing periods and batch window compliance

· Efficiency improvements for specific and overall scenarios 

· Specifically prepared test data and use of automated testing tools can be very helpful.

· Ensure that any calculations, such as response time, clearly identify the formula and method for measurement, particularly if several networks are involved. When analyzing performance requirements and results, be sure to account for differences in telecomm and network services. These may vary greatly and usually are components over which the project and prime contractor have no control.

· End-to-end tests and workflows should be performed to verify what the users will encounter and to determine how the system will behave for them. The information gathered should be used to properly shape end-user and management expectations during Acceptance Testing (e.g., if more memory is on order but not received yet).

· In some cases, performance requirements are measured over the life of the system/contract. In this case, measurements should be made and logged into a tracking tool for comparison to future

10.4 Responsibilities
· Creation of Tests - Tester, Database and/or System Administrators

· Execution of Tests – Tester

· Approval of Test Results/Exit Decision -Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
10.5 Environment
Performance Test Environment

10.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
10.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
· Go/No Go Decision: Does the system meet the requirements and expectations for performance?

· Is the system able to support the current and projected workload?

· Is there a reasonable margin for peak processing and expected growth?

· What is the current growth rate and peak processing profile?

· Does the system meet on-line and batch processing targets?
· If not or the results are borderline, what can be done to address the problem?

· How will the current performance level affect the users?

· Should the project proceed if there are performance problems?

10.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation 
11 Regression Testing
Regression testing is a type or phase of testing involving the re-execution of previously approved tests to ensure the test results are the same as when last executed and that the recent changes/fixes have not adversely affected the system. Regression testing may be performed at the end of each test stage (after all fixes for that test stage have been incorporated), or as a separate test stage prior to System and/or Acceptance Testing. Regression tests utilize the exact test data and procedures/scripts as in prior test stages and should cover all areas of the system, not just the areas which were changed and/or fixed.

11.1 Purpose
The purpose of regression testing is to ensure that areas which were not directly modified have not been adversely or unexpectedly affected by the changes. The emphasis is on performing tests not directly related to the areas being changed, to ensure they still perform as expected. Regression testing may be performed within each test stage (after completing the planned test cases and before the exit criteria review), or as a separate test stage by itself. 

11.2 Assumptions/Pre-Conditions
The test organization should have completed system testing successfully and all high priority errors should have been addressed. An updated version of the code should have been delivered to the Configuration Manager.

11.3 Expectations
· The primary emphasis is to execute end-to-end and a few targeted test cases and workflows to ensure that the system performs as expected with no unanticipated errors or impacts. Usually test materials from System Testing are re-used and some new tests may be created to supplement testing.

· Typical tests include:

· Normal/typical workflows

· Typical and high-volume exceptions

· Affected areas

· Areas related to the affected areas (i.e., functions which precede or follow the affected areas in the processing flow)

· Printing of reports

· Results from previous releases should be compared to current test results. System areas that had no changes should produce results that are the same as previous releases.

· By re-using existing materials, it ensures consistent results are received and also provides a basis for procedure improvement.

11.4 Responsibilities
· Creation of Tests – Tester

· Execution of Tests – Tester

· Approval of Test Results/Exit Decision - Test Manager, QA Manager, Configuration Manager, State Project Manager

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
11.5 Environment
Regression Test Environment

11.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
11.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
· Go/No-Go Decision: Is the system ready for Acceptance Test?

11.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation
· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.5 within table (the tables appear prior to the annexes) 

12 Acceptance Testing

The purpose of Acceptance/User Acceptance Testing is for users to verify the system or changes meet their original needs. The emphasis is on evaluating the system via normal business circumstances, but in a controlled environment. Acceptance testing is the formal process of testing a system to determine if the system meets the specific requirements and acceptance criteria and is ready for production. If the system meets all specified criteria, the system is "accepted" and released for implementation at all user locations. A formal Go/No-Go Decision is usually held at the end of acceptance testing. Often system acceptance is also associated with payment of the contractor.
12.1 Purpose
The purpose of acceptance testing is for the users to verify the system or changes meet their business needs. The emphasis is on evaluating the system via normal business circumstances, but in a controlled testing environment.

12.2 Assumptions/Pre-Conditions
· The test organization should have completed system and regression (if appropriate) testing successfully and all critical errors should have been addressed.

· An updated version of the code has been delivered to the Configuration Manager, installed under configuration control, and a full backup of the system has been performed.

· All test data has been delivered to the Configuration Manager, placed under configuration control and loaded to the system.

· The requirements and design documents should be in Final format and accepted by the State.

· The Sponsor, Users and any other participation stakeholders should have been briefed on their roles and responsibilities during this test stage. An overview of the testing procedures and methods should be presented to ensure all parties are aware of the expectations.

· A formal Go/No-Go Decision should be made to enter into Acceptance Testing. This may be part of the prior test stage's exit decision (from System, Performance, or Regression), or may be a standalone decision.

· Often, the RFP/contract define specific procedures for Acceptance Testing. These criteria and procedures must be adhered to, and all participants should be briefed on the expectations.

· All Acceptance Criteria MUST be documented prior to entering acceptance test. Often the criteria are documented in the RFP/contract. Be sure that these criteria are discussed and any interpretations or clarifications made PRIOR to beginning testing. Any agreements on interpretation or clarification should be documented in the decision minutes.

· Be sure that the criteria are testable and objective. Where possible, specific test cases or procedures should be identified to ensure traceability and proof of satisfaction.

· Acceptance Testing is very visible to project stakeholders. Sometimes Acceptance Testing is a public or media event. This must be factored into the Go/No-Go Decision and procedures. An additional level of rigor, structure and coordination is needed in this event.

12.3 Expectations
· The primary emphasis is verification from the user's perspective. Was the original requirement/change request/defect addressed correctly?

· Performance testing (including stress, load and response time) should be conducted again, if there are any concerns or if this is part of the acceptance criteria. There should be particular emphasis on response time from the user's perspective.

· Try to allow for extra time after formal testing allowing the users to "play" with the system. This will allow them to try out other unusual scenarios and to become more familiar with the system.

· Provide the user manual to the testers and allow them to use it (and the on-line help) during testing. This will help test the usability of the documentation as well as the completeness and the effectiveness of the project's configuration management procedures.

· There may also be non-testable requirements which should be verified at this time. This may include difficult-to-execute code paths, or such things as the help desk (and help desk escalation), M&O procedures (such as backup and recovery or database mirroring), revised business processes, manual processes, etc.

· At the completion of testing, review with the Sponsor and User their findings and the incidents found. Determine the criticality of the incidents and any comments. For each incident, indicate if there is a workaround procedure(s) available and what the impact to the user is.

· If the decision is made to accept the system, then the project team, Sponsor and User should review the plans for the Implementation/Go-Live date. (If the date was not already set by the contract or project plan, negotiate the date.) Review roles and responsibilities for the implementation, and critical next steps.

12.4 Responsibilities
· Creation of Tests - Users with help from Testers

· Execution of Tests – Users

· Approval of Test Results/Exit Decision - Technical Manager, Test Manager, QA Manager, Configuration Manager, State Project Manager, Sponsor, Users

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM) 
12.5 Environment
User Acceptance Test Environment

12.6 Type of Data
In order to ensure privacy, all test data extracted from production files will have privacy-sensitive fields changed. Creation of test data may also be used.
12.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
· Refer to the Phase Exit Criteria Completion Report.
· Go/No-Go Decision: Is the system ready for production?

· Are the users satisfied with the system? Does it meet the majority of their needs? Did the users accept the outcomes and sign off?
· Were there any significant errors found in testing?

· Have all requirements been satisfied?

· Did the system meet the performance expectations and requirements?

· Has all documentation been received and does it correctly describe the system and its use?

· Does the system address all the requirements as specified by the contract? Has the IV&V and/or QA verified the traceability? Is there a Corrective Action Plan (CAP) for those requirements that were not met?

· If there is payment associated with this decision, should the contractor be paid? Are there incidents which should be fixed prior to payment?

· What is the date that production or implementation/roll-out will begin?

12.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation
· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.5 within table (the tables appear prior to the annexes)
· IEEE STD 1062-1998, Software Acquisition, Annex A, Checklist A.7 (Supplier Performance Standards) and Checklist A.10 (Software Evaluation)
12.9 Sample Acceptance Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix

Acceptance Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only

	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
	Impl

Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
	
	
	
	
	
	
	
	
	

	Design
	
	
	
	
	
	
	
	
	

	Development
	
	
	
	
	
	
	
	
	

	Test
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	User Acceptance Test

Plan, procedures,

scripts, cases,

data, etc.
	A
	I
	P
	S
	S
	P 
	P or S
	S
	P or S

	Acceptance Test Summary Report
	A
	I
	S 
	S
	S
	P
	S
	S
	P or S

	List of Trouble

Tickets/Problem

Reports and

Action Plans
	I
	I
	S
	S
	S
	P
	S
	S
	P

	Updated

Work plan
	A
	I
	S
	S
	S
	S
	
	S
	P

	Updated Capacity/

Performance

Model (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Interim Work

Products

	
	
	
	
	
	
	
	
	

	Updated Design Documentation (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Activities/Decisions
	
	
	
	
	
	
	
	
	

	Validate the

Capacity/

Performance

assumptions

and calculations
	A
	
	S
	S
	I
	S
	I
	S
	P

	Verify

traceability of

requirements to

the tests and

requirements

tool
	A
	S
	S
	S
	
	
	
	S
	P

	Review the results of the maintenance

and operations,

and system

administration

tests.  Ensure 

maintenance

staff are

adequately

trained and

sufficient

knowledge

transfer occurs
	A
	I
	S
	S
	S
	S
	S
	S
	P

	Review the

approach and

strategies for

user acceptance

testing with the

participants and

any observers
	P
	I
	P or S
	S
	S
	P
	S 
	S
	S or P

	Perform stress

and throughput

tests
	A
	
	P  or S
	S
	
	P
	S
	S
	S or P

	Verify the help

desk plans and

procedures
	A
	
	S
	S
	S
	P
	S
	S
	P

	Verify

management

reports are

adequate
	A
	
	S
	S
	S
	P
	S
	S
	P

	Verify end-of month and end of year reports

and close-out

processing

conform to

anticipated

times and

processing

windows
	A
	
	P or S
	S
	S
	P
	S
	S
	S or P

	Verify

download/-

distribution

processes and

timeframes

conform to

anticipated

times and

processing

windows
	A
	
	P or S
	S
	S
	P
	S
	S
	S or P

	Verify batch

processing

completes in

anticipated

times and

allows for

moderate growth
	A
	
	P or S
	S
	S
	P
	S
	S
	S or P

	Perform what-if

tests and

exercise

common error

paths
	A
	
	S
	S
	
	P
	P
	S
	P

	Establish help

desk and verify

help desk and

customer

service center

processes are in

place and working
	A
	
	S
	S
	S
	S
	I
	S
	P

	Oversee change

control process

to address

problems and

fixes identified

as a result of

testing
	P
	
	S
	S
	
	
	
	S
	P

	Perform

capacity and

performance

tests based on

updated user

transaction

profile
	A
	
	P or S
	S
	S
	P
	S
	S
	S or P

	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings 
	P
	I
	
	
	
	
	
	S
	P

	Acceptance Test Meetings
	I
	
	S
	S
	I
	P
	S
	I
	P

	Acceptance Test Results Meeting
	A
	I
	S
	S
	S
	P
	S
	S
	P

	Acceptance
Test Readiness Review Mtg
	A
	I
	S
	S
	I
	P
	S
	S
	P

	QA/CM Audit
	A
	I
	S
	P
	I
	
	
	S
	P

	User Focus

Group
Evaluation mtgs
	P
	
	S
	S
	S
	S
	P
	S
	

	Phase Closeout

System Acceptance Decision Meeting
	A
	S
	S
	S
	S
	S
	S
	S
	P

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
	
	
	
	
	
	
	
	
	


13 Pilot Testing

Pilot testing is a type or phase of testing which verifies the system in the user’s actual environment. This is usually performed during initial roll out of a system. It generally involves verification of both the system and business processes under typical business conditions. The RFP/contract should indicate the requirements for pilot testing and how pilot testing will be performed and evaluated (e.g., is there one pilot test or multiple pilot tests, is there a Go/No-Go Decision associated with each pilot, what criteria are used to determine if the pilot was successful, etc.).
13.1 Purpose
The purpose of pilot testing is to verify the system works in the actual user environment (or a representative set of locations). The emphasis is on verifying business processes, interfaces, connectivity, co-residency with other applications, and performance on the actual user hardware. Pilot or field testing is recommended whenever significant changes have been made or when a new system is deployed.
13.2 Assumptions/Pre-Conditions
The test organization should have completed system and/or user acceptance testing successfully and all high priority (with input from users) errors should have been addressed. An updated version of the code should have been delivered to the Configuration Manager.

13.3 Expectations
· The primary emphasis is verification the system works in the actual user environment under real "live" business conditions.

· Pilot testing is NOT the same as a proof-of-concept. A proof-of-concept or prototype may be tested in the user environment as an early part of the development phase, but a pilot test should be performed with the final product.

· Pilot testing is often discussed in legislation, the RFP/contract. The procedures in those documents take precedence over the guidance presented here. Pilot may also be a public or media event and thus may call for additional rigor, coordination and structure.

· Pilot testing may occur before, after, or as part of Acceptance testing, depending on the RFP/contract and the level of risk involved in the implementation.

· If a Pilot occurs after Acceptance Testing, "acceptance" typically acknowledges fulfillment of application requirements, but generally not complete system acceptance. Contractor payment and "full" acceptance should be contingent on a successful pilot AND implementation (i.e., if it doesn't work in the user's environment, the Contractor should still be responsible for working with the State’s technical project staff to correct the problems.) However, this depends on the RFP/contract language.
· Usually the existing or legacy system would be operating in parallel during the pilot as a contingency in the event of a problem.
· Pilot Operations Final Review should consist of (at a minimum) the following considerations:
· System requirements document and design document updates.

· Systems documentation updates.

· Systems functionality and acceptance test results.

· Systems security procedures must be in place.

· Systems operations procedures and documentation.

· Systems performance analysis reports and data.

· System problem reports.

· System problem fixes and fixes release documentation.

· System backup and disaster recovery plans and procedures.

· Help desk, customer support center and customer help lines performance reports and data.

· Implementation methodologies, work plans and deliverables.

· Equipment inventories and maintenance procedures.

· Staff training curriculum and student classroom evaluation reports.

· Client training curriculum and training plans.
· Conversion reports.

· Implementation communications with end users.  
13.4 Responsibilities
· Creation of Tests - Users usually perform normal daily activities

· Execution of Tests – Users

· Approval of Test Results/Exit Decision - Test Manager, QA Manager, Configuration Manager, State Project Manager, Sponsor, User

· For a list of roles and responsibilities, refer to the Staff Management Plan, Appendix - Responsibility Assignment Matrix (RAM)
13.5 Environment
User Environment

13.6 Type of Data
"Live" data or real data which was already processed on the existing or legacy system. Environment used for Pilot testing must meet production security requirements.
13.7 Exit Decisions
· Refer to the Test and Evaluation Master Plan.

· Refer to the Test Summary Report.
· Refer to the Phase Exit Criteria Completion Report.
· Go/No-Go Decision: Is the system ready for production?

· Were there significant errors or problems found?

· Did the business processes work as expected? Do they need to be adjusted?

· Were there any problems with the interfaces or co-resident applications?

· Did the system cause any problems for other interfaces or applications at the user environment (performance, data, etc.)?

· Were there any system performance problems at this location?

· Should the existing/legacy system be converted or shutdown?
13.8 References
· IEEE STD 829-1998, Standard for Software and System Test Documentation

· IEEE STD 1012-2004, Standard for Software Verification and Validation, Table 1, Section 5.4.5 within table (the tables appear prior to the annexes)
13.9 Sample Pilot Test RAM

System Development Contractor Oversight

Responsibility Assignment Matrix

Pilot Test Completed/Approved

Column 1 lists the expectations for the phase. The remaining columns indicate the expected reviewers (for the Deliverables and Interim Work Products section), or the participants (for the Activities/Decisions and Reviews/Meetings section).

Legend:

P – Primary Responsibility
A – Approval Authority
S – Supporting Responsibility (Contributor or Reviewer)
I – Information Only
	PHASE
Task/Deliverables
	Project Manager
	Contract Manager
	Systems
Engineer
	Quality Manager
	Impl

Manager
	Test Manager
	Stakeholders / User Reps
	IV&V
	Prime Contractor

	Requirements Analysis
	
	
	
	
	
	
	
	
	

	Design
	
	
	
	
	
	
	
	
	

	Development
	
	
	
	
	
	
	
	
	

	Test
	
	
	
	
	
	
	
	
	

	Deliverables
 
	
	
	
	
	
	
	
	
	

	Field test

materials

(procedures,

scripts, cases,

data, etc.)
	A
	
	S
	S
	S
	S
	
	
	P

	Field Test Results Report
	A/P
	
	S
	S
	S
	S
	S
	I
	P/S

	List of Trouble

Tickets/Problem

Reports and

Action Plans
	I
	I
	S
	S
	S
	S
	
	S
	P

	Updated

Work plan (include implementation and conversion dates, if applicable)
	A
	I
	S
	S
	S
	S
	I
	S
	P

	Updated Capacity/

Performance

Model (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Interim Work

Products

	
	
	
	
	
	
	
	
	

	Updated Design Documentation (if applicable)
	A
	I
	S
	S
	S
	S
	
	S
	P

	Activities/Decisions
	
	
	
	
	
	
	
	
	

	Validate the

Capacity/

Performance

assumptions

and calculations
	A
	
	S
	S
	I
	S
	I
	I
	P

	Verify the manual processes in the user environment
	A
	
	S
	S
	S
	
	P
	S
	S

	Verify the external

interfaces in the
user environment
	A
	
	S
	S
	S
	
	
	S
	P

	Verify the coexistence of the application with other applications/
tools on the users’

workstation/ network
	A
	
	S
	S
	S
	
	
	S
	P

	Oversee change

control process

to address

problems and

fixes identified

during testing
	P
	
	S
	P
	
	
	
	
	S

	Perform capacity and performance

tests based on

updated user

transaction profile
	A
	
	S
	S
	S
	S
	
	S
	P

	Reviews/Audits
	
	
	
	
	
	
	
	
	

	Deliverable Review Meetings 
	P
	I
	
	
	
	S
	
	S
	P

	Pilot Test Meetings
	A
	
	S
	S
	I
	S
	P
	I
	P

	Pilot Test Results Meeting
	A
	I
	S
	S
	S
	S
	P
	S
	P

	QA/CM Audit
	A
	I
	S
	S
	I
	
	
	S
	P

	Phase Closeout Meeting
	A
	S
	S
	S
	S
	S
	P
	S
	P

	Implementation
	
	
	
	
	
	
	
	
	

	Transition to M&O
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